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1. Introduction

The development of interactive multimedia technology has encouraged the emergence of
new forms of interaction between humans and digital systems that no longer rely on
conventional devices such as mice and keyboards. One emerging approach is the Tangible
User Interface (TUI), an interface that allows users to interact with digital systems through
physical objects. This approach provides a more concrete, intuitive, and aligned interaction
experience with the user's physical activities, so it is widely applied to interactive systems,
learning media, simulations, and digital installations (Preece, Rogers, and Sharp (2015)).

In the context of interactive multimedia, the integration of physical input devices and digital
visual environments is crucial for building real-time interaction feedback. Several studies
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have shown that the use of TUIs can increase user engagement and strengthen the causal
relationship between physical actions and digital responses. A recent study reported that
physical interfaces combined with digital visualizations can create a more effective
embodied interaction experience than graphical interfaces alone (Uhrik, Koniar, and Novak,
2022).

Unity, as a game engine, provides an interactive visual environment that supports the
integration of external devices through serial communication. The combination of Unity
with microcontroller devices enables the development of responsive and flexible physical-
digital interaction systems. Previous research has shown that integrating TUIs with digital
systems can enhance user engagement and experience, particularly in interactive game- and
simulation-based applications (Salazar-Cardona, Mufioz-Saenz, and Roldan-Gomez, 2023).
Furthermore, Unity is also widely used as a prototyping tool for interactive systems due to
its support for real-time processing and dynamic visualization (Unity Technologies, 2023).

However, most TUI implementations still focus on the use of complex sensors or specialized
devices, while studies on the application of simple physical inputs such as push buttons in
Unity-based TUI systems are relatively limited. Previous research generally emphasizes
technical implementation aspects without systematically and structuredly describing
interaction mechanisms (Antle and Wise, 2019). This suggests an opportunity to examine
the design and implementation of simple TUI systems that still provide real-time interactive
responses and are easy to implement.

Based on this background, the problem in this research is formulated as follows: how to
design and implement a push button-based Tangible User Interface system integrated with
Unity to control virtual objects in real-time. This research aims to design and implement a
physical-digital interaction system using push buttons as input and evaluate the system's
response through functional testing of virtual object movements. The results of this research
are expected to contribute to the development of a simple TUI-based interactive multimedia
system and become the basis for the development of more complex interactive applications
in the future.

2. Research Methods

This research uses a system design and implementation method aimed at designing and
realizing a push-button-based Tangible User Interface (TUI) system integrated with Unity.
This method includes the stages of requirements analysis, system design, hardware and
software implementation, and functional testing of the system.

Research Data

The research data used consists of system response data to user physical input, specifically
changes in direction and motion status of virtual objects in the Unity environment. The data
was obtained through direct observation of the system's behavior when receiving input from
push buttons.
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Research Tools and Materials

The tools and materials used include an Arduino microcontroller, two push buttons as
physical input devices, a breadboard and connecting cables, as well as the Arduino IDE and
Unity software as an interactive application development environment.

System Approach and Design

This research approach is carried out through system engineering by integrating physical
input devices and digital visual systems to build a Tangible User Interface (TUI) interaction
mechanism. The system is designed as a unit that connects the user's physical actions with
direct visual responses, thus enabling responsive and real-time physical-digital interactions.
The system architecture consists of push buttons as input devices, Arduino as input signal
processors, serial communication as data transmission media, and Unity as a virtual object
visualization environment.

The system's conceptual workflow is shown in Figure 1, which illustrates the stages of the
interaction process from input to output. The process begins with the Arduino reading the
push button status as a low or high logic state. Each change in the button's status is interpreted
by the Arduino as a numeric signal that represents the virtual object's movement direction
command. In this system, signal 1 is used to represent movement to the left, while signal 2
represents movement to the right.

The resulting numeric signal is then sent to Unity via serial communication for further
processing. Unity acts as a data receiver and virtual object controller, where each received
signal triggers a change in the object's movement conditions in the visual environment. The
interaction mechanism is designed using the toggle principle, where a single button press
activates the movement of the virtual object in a specific direction, while a subsequent button
press stops the movement and maintains the object's last position on the screen.

This interaction mechanism design allows the system to work simply yet effectively, by
providing clear visual feedback to every physical action of the user. Thus, the cause-and-
effect relationship between user actions and system responses can be directly observed,
which is a key characteristic of implementing a Tangible User Interface in an interactive
multimedia system.
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Figure 1. Flowchart of the Tangible User Interface system interaction mechanism
Hardware Implementation

The hardware implementation of the Tangible User Interface (TUI) system is shown in
Figure 2. The system consists of an Arduino microcontroller that functions as an input
processing center, two push buttons as a physical user interface, and a breadboard and jumper
cables as a medium for assembling the circuit. The push buttons are connected to Arduino
digital pins and configured using INPUT PULLUP mode, so that the logic state of the button
will be low when pressed and high when released. This configuration allows stable input
readings without the need for additional external resistor components.

The Arduino is connected to a computer via a USB cable, which serves as both a power
source and a serial communication medium between the hardware and the Unity application.
Through this serial communication, the pushbutton signal is sent as numeric data to the Unity
system for further processing. The hardware circuit is designed to be simple and modular for
ease of implementation and allows for further system development by adding additional
input devices if needed.
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Figure 2. Tangible User Interface Hardware Circuit Based on Push Buttons
Software Implementation

On the software side, Unity is used as a game engine to build interactive visual environments
and manage the system's response to physical user input. Unity was chosen for its capabilities
in handling three-dimensional visualization, real-time data processing, and ease of
integration with external devices via serial communication. The Unity environment acts as
a data receiving system from the Arduino and controls the behavior of virtual objects based
on the received signals.

The virtual object used in this study is a cube placed in a three-dimensional scene in Unity.
The object is configured with a mesh renderer component for visualization, a collider to
support object interaction, and a control script written in the C# programming language. This
script functions to read serial data sent by the Arduino, interpret the received numeric signals,
and control the direction and movement status of the virtual object according to the designed
interaction mechanism.

The Unity scene display and virtual object configuration are shown in Figure 3. In this
implementation, each signal received from the Arduino will trigger a change in the object's
condition, namely moving left or right, or stopping at the last position based on the toggle
principle. Thus, the user's physical actions via push buttons can directly produce a consistent
visual response and can be observed in real-time in the Unity environment.
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Figure 3. Implementation of virtual objects in the Unity environment
Scope and Object of Research

The scope of this research is limited to the development and testing of a push-button-based
Tangible User Interface (TUI) system to control the movement of virtual objects in the Unity
environment. The control system studied only covers two-way object movement, namely left
and right, using two push buttons as physical input devices. The interaction mechanism is
designed using the toggle principle, where one press of a button will activate the movement
of the virtual object, while the next press will stop the movement and maintain the object's
last position.

The research object is a TUI system that integrates physical user interaction with digital
visual responses. This system consists of hardware in the form of Arduino and push buttons,
and software in the form of a Unity application that displays virtual objects and processes
input data. This research does not discuss aspects of complex graphical interfaces, user
experience evaluation, or testing based on subjective user responses, so the focus of the
research remains on the system engineering aspects and physical-digital interaction
mechanisms.

Data Collection and Analysis Techniques

Data collection in this study was conducted through direct observation of system responses
during functional testing. Testing was conducted by repeatedly pressing the left and right
push buttons to observe changes in the behavior of virtual objects in the Unity environment.
Data collected included the accuracy of the object's movement direction, the success of the
toggle mechanism, and the stability of the system's response to physical user input.

Data analysis was conducted descriptively by comparing the results of the system
implementation with the interaction mechanism design established during the design phase.
The analysis focused on the system's ability to translate physical input into accurate,
consistent, and real-time visual responses. The results were used to evaluate the system's
success in meeting the research objectives and to identify potential further developments in
the proposed TUI system.

3. Results and Discussion

This section presents the implementation and testing results of a push-button-based Tangible
User Interface (TUI) system integrated with Unity, along with a discussion of the findings.
The presentation of the results follows the stages of the research methodology, ensuring that
each stage of the system design and implementation has interrelated results and discussions.

a. Hasil Implementasi Sistem Tangible User Interface

The implementation results show that the push button -based Tangible User Interface system
was successfully realized according to the established design. The system is able to integrate
hardware in the form of Arduino and push buttons with Unity software through serial
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communication, so that the user's physical input can be translated into visual responses in a
digital environment in real -time.

The relationships between user actions, system processes, and visual responses are
summarized in Table 1, which describes the system's interaction mechanisms in a structured
manner. This table serves as a formal representation of the interaction flow that was
previously conceptually depicted in the system flowchart (Figure 1).

Table 1. Tangible User Interface System Interaction Mechanism

Input

Output (R d
Component (User System Process utput ( ?spon paca
K Unity)
Action)
Push Button Pressthe  Arduino reads the logic change on pin  The virtual object starts
Kanan (D6) button D6 and sends a numeric signal of moving towards the
once value 2 to Unity via serial right continuously.
communication.

Push Button Pressthe  Arduino detects the logic change and ~ The virtual object stops

Kanan (D6) back sends a stop signal to Unity according and settles at its last
button to the toggle mechanism. position.
Push Button Pressthe  Arduino reads the logic change on pin  The virtual object starts
Kiri (D7) button D7 and sends a numeric signal of moving towards the left
once value 1 to Unity via serial continuously.
communication.

Push Button Pressthe  Arduino detects the logic change and  The virtual object stops
Kiri (D7) back sends a stop signal to Unity according and settles at its last
button to the toggle mechanism. position.

Based on Table 1, the system interaction mechanism is designed using the toggle principle,
where one press of a button activates the object's movement, while the next press stops the
movement. For the right push button (pin D6), the system sends a numeric signal of 2 to
Unity, which is interpreted as a command to move to the right. Conversely, the left push
button (pin D7) produces a numeric signal of 1, which is interpreted as a command to move
to the left.

This process demonstrates that Arduino acts as a translator of the user's physical actions into
meaningful digital signals, while Unity acts as a signal processor and visual response
renderer. This separation of roles makes the system more modular and easier to develop. The
clarity of the input—process—output relationships in Table 1 demonstrates that the system's
interaction mechanisms have been designed systematically and consistently, a key
characteristic of systems engineering research.

b. Results of Initial System Condition Testing

Initial testing is conducted to observe the system's behavior in a state without input, or in its
initial state. In this state, the virtual object is in a central position and does not experience
any movement. The initial state of the system is shown in Figure 4.
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Figure 4. Initial state of virtual objects in the Unity environment

Figure 4 shows that the system is in a stable state before receiving input from the push button.
The absence of object movement in the initial state indicates that the system does not produce
an unwanted response (false trigger). This condition is important as a basis for system
validation, as it ensures that virtual object movement occurs only as a result of the user's
physical actions. Thus, Figure 4 serves as a baseline for the system's condition when it
receives input.

Next, when the left push button is pressed once, the system sends a numeric signal that
triggers the virtual object's continuous movement to the left. The object's movement to the
left in response to physical input is shown in Figure 5.

Figure 5. Response of virtual object movement to the left
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Figure 5 shows the virtual object's position changing from its initial position to the left in
response to physical user input. The object's movement continues until the next input is
given. This demonstrates that the toggle mechanism works well, as the system does not
require continuous button presses to maintain the object's movement. These results indicate
that the system is able to consistently and stably translate left-hand input, while providing
clear visual feedback to the user.

The same test was performed for the right push button. When the right push button was
pressed once, the system sent a numeric signal of 2 to Unity, and the virtual object moved
continuously to the right. The response to the object's movement to the right is shown in
Figure 6.

Figure 6. Response of virtual object movement to the right

Figure 6 shows that the system is able to distinguish right-hand input from left-hand input
and generate an appropriate visual response. The virtual object moves to the right until the
next button press stops the movement and maintains the object's final position. This
consistent response demonstrates that the system is not only capable of reading physical
input but also of accurately managing the object's movement status based on the designed
interaction mechanism.

Overall, the test results indicate that the developed push-button-based Tangible User
Interface system functioned according to the research objectives. The integration between
hardware and software worked well, demonstrated by the system's real-time, stable, and
consistent response to each user's physical input.

Compared to other studies that use complex sensors such as cameras or motion sensors, this
study has the advantage of simplicity of design and ease of implementation. Despite using
simple physical input, the system is still able to present a clear and easy-to-understand
concept of physical-digital interaction. The uniqueness of this study lies in the use of a push-
button-based toggle mechanism as a Tangible User Interface, which allows control of virtual
objects without requiring continuous input and can be the basis for the development of more
complex interactive systems in the future.
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4. Conclusion

This research successfully designed and implemented a push button-based Tangible User
Interface system integrated with Unity to control the movement of virtual objects in real-
time. The developed system is able to connect the user's physical interaction with digital
visual responses through the integration of Arduino hardware and Unity software using serial
communication. The implemented interaction mechanism, namely toggle, allows users to
control the movement of virtual objects to the left and right simply and consistently without
requiring continuous input.

The test results show that the system can respond to every physical input stably and in
accordance with the interaction mechanism design. The virtual object only moves when
receiving a command from the push button and stops at the last position when the toggle
mechanism is deactivated, so that the cause-and-effect relationship between user actions and
system responses can be clearly observed. With a simple yet functional design, this system
proves that simple physical input such as a push button can be utilized as an effective
Tangible User Interface. This research is expected to be the basis for further development of
interactive multimedia systems, simulations, and more complex physical-digital interaction-
based applications.
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